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Face Recognition (FR) systems are increasingly gaining more importance. Face detec-
tion and tracking in a complex scene forms the first step in building a practical FR system. In
this paper, a method to detect and track human faces in color image sequences is described.
Skin color classification and morphological segmentation is used to detect face(s) in the first
frame. These detected faces are tracked over subsequent frames by using the position of the
faces in the first frame as the marker and detecting for skin in the localized region. Specific
advantages of this approach are that skin color analysis method is simple and powerful, and the
system can be used to detect/track multiple faces.

Keywords: Face detection/tracking, skin color modeling, connected component operators, structuring
element.

I .  INTRODUCTION

ECENT  years have seen tremendous amount of
research being carried out in the field of automatic

face recognition. Automatic face recognition is a pro-
cess of identifying a test face image with one of the
faces stored in a prepared face database. Real world
images need not necessarily contain isolated face(s)
that can directly serve as inputs to a FR system.
Hence, there is a need to isolate or segment facial re-
gions to be fed to a FR system. Most of the time, a
video sequence of the scene is available using which a
person may have to be recognized. For recognition,
we need the face position in which it is best recogniz-
able by the present day FR algorithms. Hence, a rob-
ust system that detects and tracks a face is necessary.
Face detection and tracking becomes an important
task with the growing demand for content-based im-
age functionality. Recent standardization efforts
(MPEG 4/7) also point in this direction.

Though human beings detect/track faces with very
little effort, it is not easy to train a computer to do so.
In pattern recognition parlance, human face is a com-
plex pattern. Different poses and gestures of the face
accentuate complexity. The detection scheme must
operate flexibly and reliably regardless of the lighting
conditions, background clutter in the image, multiple
faces in the image, as well as variations in face scale,
pose and expression. The system should be able to
detect the face even under small occlusions. There-
fore, a systematic approach, keeping in mind both the
robustness and the computational complexity of the
algorithm is called for. Various methods have been
proposed in the literature for face detection. Important
techniques include template-matching [1], neural net-
work [2], feature-based methods [3-7], motion based
[4], [8] and face space methods [9].

In this paper, a method to detect and track face(s) in
color image sequences using skin color analysis and
connected operators is described. Section 2 deals with
skin color modeling and its use in isolating skin and
non-skin regions in an image. In Section 3, the theory
of connected components and the operators that are

used in this paper is presented. Tracking is discussed
in Section 4. The implementation details and
simulation results are discussed in Section 5.

II. SKIN CLOR MODELING

The inspiration to use skin color analysis for initial
classification of an image into probable face and non-
face regions stems from a number of simple but pow-
erful characteristics of skin color. Firstly, processing
skin color is simpler than processing any other facial
feature.  Secondly, under certain lighting conditions,
color is orientation invariant. The major difference
between skin tones is intensity e.g. due to varying
lighting conditions and different human race [10]. The
color of human skin is different from the color of
most other natural objects in the world. An attempt to
build comprehensive skin and non-skin models has
been done in [11].

One important factor that should be considered while
building a statistical model for color is the choice of a
Color Space. Segmentation of skin colored regions
becomes robust only if the chrominance component is
used in analysis. Therefore, we eliminate the variation
of luminance component as much as possible by
choosing the CbCr plane (chrominance) of the YCbCr
color space to build the model. Another reason for the
choice of YCbCr domain is its extensive use in digital
video coding applications. Research has shown that
skin color is clustered in a small region of the chromi-
nance plane [11]. The distribution of the training skin
pixels in the CbCr plane is given in Fig.1.

The figure shows that the color of human skin pixels
is confined to a very small region in the chrominance
space. Motivated by the results in the figure, the skin
color distribution in the chrominance plane is mod-
eled as a unimodal Gaussian [10]. A large database of
labeled skin pixels is used to build the Gaussian
model. The mean and the covariance of the database
characterize the model. Images containing human skin
pixels as well as non-skin pixels are collected. The
skin pixels from these images are carefully cropped
out to form a set of training images.
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Fig. 1. Skin Pixel Distribution

Let c = [Cb Cr]T  denote the chrominance vector of an
input pixel. Then the probability that the given pixel
lies in the skin distribution is given by
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where µs and Σs represent the mean vector and the
covariance matrix respectively of the training pixels.
The above equation gives the probability of a pixel
occurring given that it is a skin pixel. A similar model
is developed for non-skin pixels using another data-
base of pixels that do not represent skin.

Let p(c/non-skin) represent the conditional probability
of the occurrence of a pixel, given that it lies in the
non-skin region. Then the probability that a pixel rep-
resents skin given its chrominance vector c, p(skin/c)
can be evaluated using Bayes' theorem. Since a pixel
can be either a skin or a non-skin pixel but not both,
and assuming that skin and non-skin pixels occur with
equal probability, we assign probability of 0.5 for
occurrence of both skin as well as non-skin pixels.
Therefore,
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Thus the problem reduces to the calculation of the two
conditional probabilities and computing the above
ratio to give the probability of a pixel being skin given
its chrominance vector c. An input image is analyzed
pixel-by-pixel evaluating the skin probability at each
pixel position. This results in a gray level image
where the gray value gives the probability of the pixel
representing skin. This is called the Skin Probability
image, φ , defined as
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where a is a constant.

The skin probability image thus obtained is thresh-
olded to obtain a binary image. Selection of an opti-
mum threshold, T, is important as it affects the later
stages of the detection process. A lower threshold is
better because further analysis is based on connected
component operators. Increasing the threshold will
increase the chances of losing certain skin regions

exposed to adverse lighting conditions, during thresh-
olding. Also, the extra regions that get retained in the
image because of the lower threshold can be removed
using connected component operators. So, using a
lower threshold will not compromise performance.

III. CONNECTED COMPONENT OPERATORS

Connected component operators are non-linear filters
that eliminate parts of the image, while preserving the
contours of the remaining parts. This simplification
property makes them attractive for segmentation and
pattern recognition applications.

Fig. 2 shows a connected operator, ψψ, operating on a
binary image A, consisting of two connected compo-
nents. ψψ  is such that it retains the shape of one comp-
onent while completely removing the other compo-
nent. In general, connected operators use certain deci-
sion criteria to either retain or eliminate a connected
component without affecting the other components.

Fig. 2: Example of a Connected Component Operator

An opening by reconstruction operator is applied first
on the binary image that is obtained after threshold-
ing. This operation is nothing but erosion followed by
dilation using a certain structuring element (SE). Ero-
sion removes small and thin isolated noise-like comp-
onents that have very low probability of representing
a face. Dilation preserves those components that are
not removed during erosion. Hence, the effect of us-
ing area open is removal of small and bright regions
of the thresholded image. This is followed by closing
by reconstruction. Here, dilation followed by erosion
with a certain structuring element is performed. Initial
dilation closes any small holes that may have been
created during opening in probable face regions. Ero-
sion removes the extra pixels that are added to the
contour of the preserved components. During both
opening and closing the size of the structuring ele-
ment should not be more than that of the smallest face
the system is designed to detect. The remaining conn-
ected components are isolated.

A set of shape based connected operators, Compact-
ness, Solidity and Orientation, are applied over these
remaining components to decide whether they repre-
sent a face or not. These operators make use of basic
assumptions about the shape of the face. Components
that can be excluded from the face candidates based
on their shape are removed. These simple but effec-
tive decision criteria rely on the combinations of the
area, A, the perimeter, P, and the size, Dx & Dy of the
min-max box of the connected component. Thus these
features have to be computed only once for the three
operators.



Compactness of a connected component is defined as
the ratio of its area to the square of its perimeter.
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This criterion is maximized for circular objects. Faces
are nearly circular in shape and hence face compo-
nents exhibit a high value for this operator.  A thresh-
old is fixed for this operator based on the observations
on various face components. If a particular component
shows a compactness value greater than this threshold
it is retained for further analysis, else discarded.

Solidity of a connected component is defined as the
ratio of its area to the area of the min-max box (rectan-
gular bounding box).
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Solidity gives a measure of area occupancy of a conn-
ected component within its min-max box dimensions.
The solidity also assumes a high value for face comp-
onents. If the solidity of a component is lesser than a
specified threshold value, it is eliminated, otherwise
retained for further analysis.

Orientation is nothing but the aspect ratio of the min-
max box surrounding the component.
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It is assumed that normally face components have
orientation within a certain range. This range is found
out based on observations on a number of images. If a
component's orientation falls out of this range, the
component is eliminated. A lot of non-face compo-
nents that have solidity and compactness of a face
component can be removed using orientation opera-
tor. For example, using orientation, a face component
can be separated from an elongated pipe component, a
horizontal elliptic component etc.

The remaining unwanted components are removed
using Normalized Area. It is the ratio of the area of
the connected component to that of the largest comp-
onent that remains after the application of the above
three operators. In images containing multiple faces it
is assumed that the smallest face component has an
area that is not less than a certain fraction of the larg-
est face component. This is arrived at based on our
observations of practical images containing multiple
faces. The connected components that remain after the
application of all the above operators contain faces.

IV. TRACKING

To track face(s) in a given video sequence, the detec-
tion step described above is performed over one
frame. The detected positions and the min-max boxes
around face components serve as markers for locating
face(s) in the next frame. To project into the next
frame, we increase the dimensions of the min-max
box, both horizontally and vertically, by 10% of Dx

and Dy. Within this new min-max box region in the
next frame, skin color analysis is done and a new min-
max box for the skin colored region is computed. The
newly computed min-max box dimensions serve as Dx
and Dy for the next frame. In a scene, if the face is
very near to the camera even a small amount of face
movement causes a lot of motion from one frame to
another. Where as, if the face is far from the camera,
even considerable movement may not result in signi-
ficant motion between adjacent frames. The adaptive
increase in the min-max box dimensions while proj-
ecting into the next frame, depending on Dx and Dy
values of the present frame, compensates for this diff-
ering amount of motion between frames when the
face(s) in the scene are away or near to the camera.

We see that to locate face(s) in a video, the computa-
tionally expensive detection step need not be perf-
ormed for every frame. Instead skin analysis and that
too in localized regions is done to track faces. This
reduces a lot of computational overhead and at the
same time giving a robust tracking performance. This
marker projection is repeated over several frames, N.
Periodically the detection step is also performed so
that the system does not miss new face(s) that may
enter the scene. These steps of periodically detecting
face(s) after fixed frame intervals followed by marker
projection for the next several frames together track
face(s) through a video sequence. The disadvantage of
this tracking method is that, if a person enters and
leaves a scene within this N number of frames, he/she
is not detected/tracked. So, the number, N, should be
reasonably small.

V. IMPLEMENTATION & RESULTS

The first step to detect a human face against a comp-
lex background is to perform a skin color analysis of
the image to isolate potential face regions. After calc-
ulating the probability of each pixel in the image to
represent skin we threshold the image to segregate
probable face candidates. The next step is to search
for the face in the localized skin regions obtained in
the above process. The connected components are
isolated after performing area open/close by reconstr-
uction. The shape and geometry based connected op-
erators viz., Compactness, Solidity, Orientation and
Normalized Area are finally applied to the compo-
nents to isolate face regions.

For skin color modeling we used a training set con-
sisting of 10,000 skin pixels and 10,000 non-skin pix-
els. The skin pixel distribution obtained using this is
shown in Fig. 1. In order to arrive at threshold values
for various connected operators we tested the opera-
tors on a number of face and non-face components.
The following thresholds and constants were used:

Scaling constant, a = 255
Skin Probability binarization threshold, T = 60
Compactness threshold value =  0.025
Solidity threshold value = 0.5218
Orientation threshold range = 0.90 to 2.10



Normalized Area threshold =  0.35
Interval of performing detection, N = 20 frames

For tracking, once face detection is performed for a
certain frame the detected positions are projected into
subsequent frames followed by skin analysis within
the projected regions to locate face(s) in these frames.

The algorithm has been implemented in Matlab 5.3.
Typical detection results are shown in Fig. 3. Track-
ing results for a few frames of a sample video
sequence are shown in Fig. 4. The success ratio is
0.82, when simulated on 120 general images down-
loaded from the web, where the success ratio is
defined as the ratio of the number of the faces detect-
ed to the number of faces input. Some failures were
due to the non-inclusion of certain skin colored pixels
in the model. Other failures were due to very small
size of the face components that were eroded during
opening by reconstruction performed using a single
structuring element for all images irrespective of face
sizes.

VI. CONCLUSION

An algorithm has been developed to detect and track
human face(s) in a color image sequence. The algo-
rithm starts with human skin color modeling and uses
it in isolating skin pixels (probable face regions). Skin
color is found to be a powerful feature for isolating
potential face candidates. It is also useful for detecting
multiple human faces in an image. It is orientation
independent.

Connected Component Operators are applied on the
thresholded skin probability image to isolate the final
face components. The combination of the six opera-
tors used proved to be very effective. Skin color
analysis followed by the use of shape based Connect-
ed Operators makes the system invariant to change in
scale. For a higher detection performance, the struct-
uring element used during open/close operations must
be changed adaptively.

For tracking, a simple but effective approach has been
followed. This involves projecting the face regions in
the present frame as markers to the next frame, and
detecting for skin in the localized regions. This red-
uces a lot of computational overhead by avoiding face
detection in every frame. And since the min-max box
dimensions to be projected into the next frame are
increased adaptively based on the face size in the pre-
sent frame, the tracking step is also scale independent.

Building a more robust skin model using larger num-
ber of skin and non-skin pixels would enhance the
performance of the detector. Skin classification based
on neural networks seems to be a promising method.
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